Cardiovascular Disease Prediction Among the Malaysian Cohort Participants Using Electrocardiogram
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Abstract: A comprehensive study was conducted to differentiate cardiovascular disease (CVD) subjects from non-CVD subjects using short recording electrocardiogram (ECG) of 244 Malaysian adults in The Malaysian Cohort project. An automated peak detection algorithm to detect nine fiducial points of electrocardiogram (ECG) was developed. Forty-eight features were extracted in both time and frequency domains, including statistical features obtained from heart rate variability and Poincare plot analysis. These include five new features derived from spectrum counts of five different frequency ranges. Feature selection was then made based on p-value and correlation matrix. Selected features were used as input for five classifiers of artificial neural network (ANN), k-nearest neighbors (kNN), support vector machine (SVM), discriminant analysis (DA), and decision tree (DT). Results showed that six features related to T wave were statistically significant in distinguishing CVD and non-CVD groups. ANN had performed the best with 94.44% specificity and 86.3% accuracy, followed by kNN with 80.56% specificity, 86.49% sensitivity and 83.56% accuracy. The novelties of this study were in providing alternative solutions to detect P-onset, P-offset, T-offset as well as QRS-onset points using discrete wavelet transform method. Additionally, two out of the five newly proposed spectral features were significant in differentiating both groups, at frequency ranges of 1–10 Hz and 5–10 Hz. The prediction outcomes were also comparable to previous related studies and significantly important in using ECG to predict cardiac-related events among CVD and non-CVD subjects in the Malaysian population.
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1 Introduction

Cardiovascular diseases (CVDs) are the main cause of death, taking an estimated 17.9 million lives globally each year, and one third of these deaths occur prematurely in people under 70 years of age [1]. In Malaysia alone, CVDs still remain as the principal cause of death, where 16,374 medical certified deaths were recorded in 2019 due to ischemic heart disease (IHD) [2]. IHD is also reported to be the number one killer for people aged 41 years and above (17%).

According to the National Cardiovascular Disease–Acute Coronary Syndrome Registry, Malaysians are developing heart disease at younger age compared with neighboring countries [3]. About 43.2% of Malaysian adults (≥18 years) have at least two CVD risk factors (obesity, smoking, hypercholesterolemia, hypertension, and diabetes mellitus). On the basis of the Framingham Risk Score (applicable for the Malaysian population [4]), 47% of Malaysian adults (≥30 years) have either intermediate (26.7%) or high risk (20.3%) of having CVDs.

The Ministry of Health of Malaysia and the World Health Organization revealed that non-communicable diseases such as CVDs, diabetes, and cancer cost the economy upwards of USD2.15 billion due to workplace nonattendance and early death among the Malaysian working population [5]. The productivity losses are equivalent to 0.65% of the Malaysian gross domestic product (GDP). This has caused serious health burden with estimated cost to be around USD24.33 billion (7.35% of the GDP).

Early detection and continuous monitoring of CVD could prevent or delay it from exacerbating to improve a person’s productivity and quality of life, and consequently reduce the country’s burden of disease cost. Researchers are actively developing cost-effective diagnosis methods, including point-of-care testing, for various types of CVDs such as coronary artery disease (CAD) [6,7], arrhythmia [8–14], myocardial ischemia (MI) [15–19], and sudden cardiac death (SCD) [20,21], which mostly utilize noninvasive methods of ECG.

Acknowledging the significance of non-invasive ECG analysis in CVD prediction, ECG data were collected at baseline from 122 subjects with CVD mortality and 122 subjects with non-CVD-related mortality. The aim was to differentiate the ECG morphology at baseline from each group using lead II ECG waveform as an early CVD prediction tool for the Malaysian population. To the best of our knowledge, this is the largest digitally recorded ECG dataset available in the country to be analyzed and reported.

The main contributions of this study were in developing the automatic ECG fiducial points detection model and proposing additional ECG features to be utilized in time and frequency domains. A total of 48 ECG features were extracted and a few mostly significant features were selected to be used as input of the CVD prediction models using five machine learning techniques.

2 Related Work

Initial diagnosis of CVD is complex and often involves combined assessments of symptoms, risk factors, laboratory test using multiple biomarkers [22], electrocardiogram (ECG) and echocardiogram. An ECG test is an essential method to diagnose CVD after the emergence of symptoms since it is non-invasive, where electrodes are used to capture and amplify the tiny electrical activities detected on the skin [23]. ECG metrics provide detailed information on heart rhythms and conduction patterns [24]. An ECG test is commonly performed to identify irregular heart rhythm; P-wave morphology including PR interval; wide or narrow QRS complex; changes in ST segment, QT interval, or corrected-QT (QTc) interval; and waveform changes either at baseline or compared with previous recording [25].
Analysis on the 12-lead ECG has been successfully explored [26] in detecting myocardial ischemia and distinguishing the affected region of myocardial damage using kNN classifier [27]. Deng et al. also used 12-lead ECG to create three-dimension pattern of cardiac dynamics and had achieved 92.5% accuracy in differentiating CVD and Normal subjects using artificial neural network (ANN), utilizing Physikalisch-Technische Bundesanstalt (PTB) and Fuwai datasets [28].

Single lead ECG analysis is also common in CVD prediction due to its simpler electrode's configuration. Lead II is frequently chosen to assess heart rhythm correctly and it also gives higher QRS complex amplitude compared with lead III [24]. Statistical, morphological, wavelet, and other ECG features have been used to classify various types of heart problems [29]. For example, Ghodake et al. had used ECG to extract Normalized Higher Order Statistics (NHOS) features from wavelet coefficient obtained in QRS complex and ST segment. They obtained 94.47% accuracy in differentiating CVD and Normal ECG using ANN on PTB database [30].

There were also studies that were conducted by combining ECG features to CVD risk factors to predict CVD. Mohan et al. [31] and Ahmad et al. [32] had merged patient demographic data (sex and age), physio-clinical data (type of chest pain, blood pressure, cholesterol level, fasting blood sugar) and ECG properties (heart rate, ST-segment parameters) from public datasets (Cleveland, Statlog and Hungary) to classify patients with and without heart diseases. Both studies demonstrated good prediction accuracy up to 91.30% using fuzzy-based machine learning. However, too many measurements were involved, including minimally invasive biomarker measurements.

3 Methodology

ECG waveforms were firstly filtered to remove noise and motion artefacts. The quality of the waveforms was then examined using signal quality indexing (SQI) method. Afterward, nine ECG fiducial points and their isoelectric line were detected using previously employed algorithms with some modifications. Features were extracted by manipulating these points. All features were ranked on the basis of p-value score and correlation coefficient value. The top features were selected to be analyzed using five commonly used supervised machine learning (ML) techniques for heart disease classification [33,34]. They are artificial neural network (ANN), k-nearest neighbor (kNN), support vector machine (SVM), discriminant analysis (DA), and decision tree (DT) classifiers. The overall processes were explained in five main parts, as shown in Fig. 1.

![Figure 1: Methodology of the study](image-url)
3.1 Data Acquisition

This is a nested case–control study that utilized the data from The Malaysian Cohort (TMC) project that was initiated in 2006 and recruited 106,527 multi-ethnic participants aged between 35 and 70 years old from all over Malaysia. The details of the research had been described in [35].

At the beginning, a total of 370 participants that were diagnosed with CVD and non-CVD-related disease had been identified. They were categorized into the case and control groups. Case subjects were defined as those who died due to cardiogenic shock, cardiac arrest, and heart failure, which were secondary to acute myocardial infarction (AMI) or acute coronary syndrome (ACS), after they had voluntarily joined the study. By contrast, control subjects were those who died due to other diseases that were not related to CVD, such as pneumonia or cancers. The mortality data was obtained from the National Registry of Malaysia.

Each subject had a 12-lead recorded ECG data at baseline recruitment. The ECGs were recorded using a Schiller Electrocardiograph machine with sampling frequency ($f_s$) of 500 Hz. The duration for each recorded signal was between 10 s and 30 s. The quality of the ECG signals was examined. Only 244 subjects with good quality ECG were selected for the analysis.

3.2 Signal Pre-Processing

The lead II ECG waveform from each subject was extracted from the 12-lead raw data files, which were available in .xml format. The signal was filtered using third-order Butterworth bandpass filter with cut-off frequencies of 1–45 Hz to remove high-frequency noise and power line frequency, as well as respiration and baseline wander noise at lower frequencies. Example of a pre-processed ECG (taken from one of the control subjects) is shown in Fig. 2.

![Figure 2: Example of a pre-processed signal](image-url)

The filtered signal was evaluated using SQI method [36,37]. Four R-peak detection algorithms (Behar [38], Zhang [39], Pan-Tompkins, and Clifford [38]) were applied on each ECG. Through observation, the Pan-Tompkins and Zhang methods provided the best result for our datasets. The SQI scores were then determined by comparing the location of the detected R-peaks between the two peak detectors. An index score of 1 was given for equal R-peak location, otherwise less than 1. The scoring was made on a 10 s window, and the window was shifted 1 s until the end of the signal. A signal with an index score of more than 0.9 was considered a good quality signal; otherwise, it was excluded from the analysis.
3.3 ECG Fiducial Points Detection

A complete automated algorithm to detect nine fiducial points of ECG and their isoelectric lines was developed by adopting previously well-developed algorithms. The fiducial point detections were discussed in five steps in sequence starting from R-peak to QRS-onset. QRS-offset, J-point, and T-onset detections were not included because variations were observed in the ECG curve due to changes on ST-segment that occurred in certain subjects from the case group.

3.3.1 R-Peak

The discrete wavelet transform (DWT) method was used to detect the R-peak because it can also be effectively used as a filter to remove noise and motion artefacts [40]. Wavelet transform allows non-stationary signal of ECG to be analyzed in multiple frequency bands. ECG signal, \( x(n) \) is decomposed into smaller sub-samples to obtain details and approximation coefficients, using a mother wavelet. At each scale, ECG passed through a low pass filter with impulse response of \( p(n) \) and a high pass filter with impulse response \( s(n) \) before they were sub-sampled by factor of 2 to obtain approximation and detailed coefficient, respectively. The filter outputs are given by Eqs. (1) and (2). DWT decomposition processes is illustrated as in Fig. 3.

\[
Y_{\text{low}}(k) = \sum_n x(n)p(-n+2k) \\
Y_{\text{high}}(k) = \sum_n x(n)s(-n+2k)
\]

![Figure 3: DWT decomposition [41]](image-url)

In this study, ECG signal was decomposed and reconstructed using ‘coif5’ wavelet. MATLAB functions, which are maximal overlap discrete wavelet transform (MODWT) and multiresolution analysis based on MODWT (MODWTMRA) were used for this purpose. The MODWT partitions a signal’s energy across detail coefficients and scaling coefficients while the MODWTMRA projects a signal onto wavelet subspaces and a scaling subspace. To highlight R-peak, ECG signal was reconstructed at fifth scale. The sub-band covered the frequency components between 7.813 Hz and 15.625 Hz. The initial amplitude threshold or reference threshold (THDref) value was set at 30% of the maximum signal amplitude. The peak detected above the threshold was considered R-peak, with minimum distance between peaks set at 20 ms [42].

On the basis of the number of detected peaks, the heart rate (HR) was calculated to determine whether it falls between acceptable range of 40 to 180 bpm. The threshold was slightly increased if too many peaks were detected and slightly decreased if less peaks were detected. Successive R-to-R interval, \( RR_{\text{int}} \), was examined to identify irregular heartbeat. \( RR_{\text{int}} \) was calculated as in Eq. (3). \( RR_{\text{int}} \) greater than 1.5 times the median of \( RR_{\text{int}} \) indicated possible missed peak detection. The threshold
value was gradually decreased until the missed peaks were found, or it reached the minimum value of 5% of the maximum filtered ECG amplitude. Example output and overall processes are shown as in Fig. 4.

\[ RR_{loc}(i) = R_{loc}(i + 1) - R_{loc}(i) \]  

(3)

**Figure 4:** R-peak detection processes. (a) Rpeak output (b) Flowchart of R-peak detection

### 3.3.2 Q-Point and S-Point

Q-point and S-point were located once R-peak was determined. The minimum trough before R-peak was identified as Q-point, while the minimum trough after R-peak was identified as S-point. The maximum ranges from R-peak for both Q-point and S-point was set at 80 ms because the median of QRS duration was centered around 150 ms [43].

### 3.3.3 P-Peak and T-Peak

The detection of P-peak and T-peak was based on the method proposed by Elgendi et al. [44]. ECG was filtered using first-order Butterworth bandpass filter with cut-off frequencies of 1 to 10 Hz as P and T waves lie within this range. The ECG signal was then smoothened using 5-point moving average filter to highlight the three main waves of ECG (P, QRS complex, and T waves). All positive peaks within the smoothed signal were determined using MATLAB “findpeaks” function without any threshold.

To locate P-peak and T-peak, their ranges (i.e., blocks of interest) need to be defined. The minimum and maximum locations of both P and T peaks were determined using Eqs. (4)–(7) on the basis of the current R-peak location, \( R_{loc}(i) \). The formulas were obtained after some calibration to deal with inconsistent \( RR_{loc} \) values in our dataset. The maximum peak within the block of interest was labeled as P-peak or T-peak, as shown in Fig. 5.
\[ P_{\text{minloc}}(i) = R_{\text{loc}}(i) - 0.35 \times \text{median}(RR_{\text{int}}) \] (4)

\[ P_{\text{maxloc}}(i) = R_{\text{loc}}(i) - 0.08 \times fs \] (5)

\[ T_{\text{minloc}}(i) = R_{\text{loc}}(i) + 0.08 \times fs \] (6)

\[ T_{\text{maxloc}}(i) = R_{\text{loc}}(i) + 0.6 \times (R_{\text{loc}}(i+1) - R_{\text{loc}}(i)) \] (7)

Figure 5: P-peak and T-peak detection on 1–10 Hz filtered ECG

### 3.3.4 Iso-electric Line, P-Onset, P-Offset, and T-Offset

The onset and offset of P-peak were determined using the isoelectric line or baseline of the signal. The intersections between the isoelectric line with the ECG signal, before and after P-peaks, were the P-onset and P-offset, respectively. T-offset was determined using the same method; however, T-onset detection was excluded because its definition was not clear due to elevation, depression, or inverted wave that can occur in ST-T segments.

The wavelet method was used to obtain the isoelectric line. The wavelet signal from scale $-8$ to scale $-11$ was reconstructed using the “coif5” wavelet to generate a line with frequency components below 1 Hz (0.12–0.98 Hz). The generated curve was similar to the baseline of the signal, but normally with some offset (initial baseline). The offset or baseline level was reduced to the minimum amplitude of Q- or S-peak (reduced baseline). Then, it gradually increased to find the first P-onset, with the first intersection within the range of 65 ms before P-peak. The 65 ms range was chosen by assuming that the P wave is centered at its normal duration of 110 ± 20 ms [44]. Once the first intersection was found, the final baseline was marked as the estimated isoelectric line. The intersection between the onset or offset point with the estimated isoelectric line was found in each heartbeat, and if there was none, the final baseline was gradually increased. Adjustment of the baseline is shown Fig. 6a, while the detected peaks are shown in Fig. 6b.
3.3.5 QRS-onset

QRS-onset marks the end of PR-segment and was important in determining PR-interval, QT or QTc interval, and QRS complex duration. QRS-onset was difficult to be determined as depression after P-peaks was common in most of our ECG dataset. Theoretically, the first zero value of ECG first derivative \( \frac{d(\text{ECG})}{dt} = 0 \) found before Q-point is the end point. However, the method gave poor detection performance even after signal was smoothed.

An alternative method to find the QRS-onset was proposed in this study. A straight line from P-offset to Q-point was drawn on each detected R location. The straight line and ECG curve within the range were rotated or modified to the horizontal level using the empirical formula as in Eq. (8), where “\( m \)” is the slope of the straight line and “\( y_1 \)” is the amplitude of P-offset. This method is clearly presented in Fig. 7.

\[
\text{ModifiedSample}(i) = \text{OriginalSample}(i) - i \times m - y_1
\]  

(8)

Figure 6: Onset and offset detection of P and T waves. (a) Estimation of iso-electric line (b) Intersection between estimated iso-electric and ECG curves

Figure 7: A few variations in ECG curve (between P-offset and Q-point), its modified samples, potential QRS-onset peak (marked with ‘\( \times \)’), and final QRS-onset peak

3.4 Feature Extraction and Selection

A total of 48 features were extracted in both time and frequency domains. These features were summarized in Tab. 1 and categorized according to their types, labels, and how they were measured. Most of the formula to extract the features are embedded in Measurement column of Tab. 1 using Eqs. (9)–(24).
**Table 1:** Extracted features in time and frequency domains

<table>
<thead>
<tr>
<th>No</th>
<th>Type of feature</th>
<th>Feature label</th>
<th>Measurement</th>
<th>Total features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Duration (dur), rise time (rt), fall time (ft), rise slope (rs) &amp; fall slope (fs)</td>
<td>P_dur, P_rt, P_ft, P_rs, P_fs, R_rt, R_ft, R_rs, R_fs, T_ft, T_rs, T_fs</td>
<td>$\text{Wave_dur} = \text{Peak}<em>{\text{onset}} - \text{Peak}</em>{\text{offset}}$</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\text{Wave_rt} = \text{Peak} - \text{Peak}_{\text{onset}}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\text{Wave_ft} = \text{Peak}_{\text{offset}} - \text{Peak}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\text{Wave_rs} = \frac{\text{Peak}<em>{\text{amp}} - \text{Onset}</em>{\text{amp}}}{\text{Rise}_{\text{time}}}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\text{Wave_fs} = \frac{\text{Peak}<em>{\text{amp}} - \text{Onset}</em>{\text{amp}}}{\text{Rise}_{\text{time}}}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Interval (int)</td>
<td>PR_int</td>
<td>$\text{PR}<em>{\text{int}} = \text{QRS}</em>{\text{onset}} - \text{P}_{\text{onset}}$</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TP_int</td>
<td>$\text{TP}<em>{\text{int}} = \text{P}</em>{\text{onset}} - \text{T}_{\text{offset}}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>QTc_int</td>
<td>$\text{QTc}<em>{\text{int}} = \sqrt{\frac{\text{QT}</em>{\text{int}}}{\text{RR}_{\text{int}}}}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Distance to R-peak (dist)</td>
<td>PR_dist, PonR_dist, PoffR_dist, RT_dist, RToff_dist</td>
<td>Distance of all points to R-peak</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>Amplitude ratio (ampRatio)</td>
<td>PR_ampRatio, QR_ampRatio, SR_ampRatio, TR_ampRatio</td>
<td>Amplitude ratio of P, Q, S and T peaks to R-peak</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Area (A)</td>
<td>ECG_posArea, ECG_negArea, PRint_posArea, STTseg_posArea, STTseg_negArea</td>
<td>AUC above iso-electric line within PP\text{Int} AUC below iso-electric line within PP\text{Int}</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AUC above iso-electric line wintin Print AUC above iso-electric line within ST-Tseg</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AUC below iso-electric line within ST-Tseg AUC below iso-electric line within ST-Tseg</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Area ratio</td>
<td>ECG_areaRatio, STTseg_areaRatio</td>
<td>ECG_posArea/ECG_negArea STTseg_posArea/STTseg_negArea</td>
<td>2</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>No.</th>
<th>Type of feature</th>
<th>Feature label</th>
<th>Measurement</th>
<th>Total features</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>HRV (statistical)</td>
<td>RRmean</td>
<td>$RR_{\text{mean}} = \frac{1}{N} \sum RR_{\text{int}}$</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SDNN</td>
<td>$SDNN = \sqrt{\frac{1}{N} \sum (RR_{\text{int}}(i) - RR_{\text{mean}})^2}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSSD</td>
<td>$RMSSD = \sqrt{\frac{1}{N} \sum (RR_{\text{int}}(i + 1) - RR_{\text{int}}(i))^2}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SDSD</td>
<td>$SDSD = \sqrt{\frac{1}{N} \sum (RR_{\text{diff}} - \overline{RR}_{\text{diff}})^2}$</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>HRV (frequency)</td>
<td>LF, HF, LF_HF</td>
<td>Sum and ratio of spectrum energy of LF and HF</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>Poincare plot (SD)</td>
<td>SD1</td>
<td>$SD1 = \sqrt{\frac{(SDSD)^2}{2}}$</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SD2</td>
<td>$SD2 = \sqrt{2 \times \text{stdev}(RR_{\text{diff}})^2 - \frac{1}{2} \times (SDSD)^2}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SD1SD2</td>
<td>$SD1SD2 = SD1 \times SD2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SD1_SD2</td>
<td>$SD1_{SD2} = SD1/SD2$</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Frequency spectrum</td>
<td>AR0105</td>
<td>Area (1–5 Hz) divide by total area (1–45 Hz)</td>
<td>5</td>
</tr>
<tr>
<td>No</td>
<td>Type of feature</td>
<td>Feature label</td>
<td>Measurement</td>
<td>Total features</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------</td>
<td>---------------</td>
<td>--------------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>AR0110</td>
<td></td>
<td>Area (1–10 Hz) divide by total area</td>
<td>(1–45 Hz)</td>
<td></td>
</tr>
<tr>
<td>AR0510</td>
<td></td>
<td>Area (5–10 Hz) divide by total area</td>
<td>(1–45 Hz)</td>
<td></td>
</tr>
<tr>
<td>AR1025</td>
<td></td>
<td>Area (10–25 Hz) divide by total area</td>
<td>(1–45 Hz)</td>
<td></td>
</tr>
<tr>
<td>AR2545</td>
<td></td>
<td>Area (25–45 Hz) divide by total area</td>
<td>(1–45 Hz)</td>
<td></td>
</tr>
</tbody>
</table>
Twelve of the features were obtained by calculating the waves’s duration, rise time, fall time, rise slope, and fall slope of P, Q, and T waves using Eqs. (9)–(13). Three main intervals of PR, QTc, and TP were also obtained using Eqs. (14)–(16). Bazett’s formula was used to calculate the QTc interval [45]. The distances between each fiducial point and R-peak were also measured to be used as features. The amplitude ratios of P-peak, Q-point, S-peak, and T-peak to R-peak were included as well. The area under the curve (AUC) was examined to compare the positive and negative wave patterns especially in ST-T-segment. This observation was made to replace the analysis of elevation, depression, or inverted T-waves in ST-T segment given that J-point was not determined by the developed algorithm. The AUCs were calculated using the trapezium method, which is available in MATLAB software as “trapz” function.

Each measurement listed in Tab. 1 was determined on each heart interval, P-onset to P-onset interval, $PP_{on}$. Then, the median of its values was used as a feature. The median was preferred instead of the mean because of the short ECG recording made in this study, where there were only around 7 to 18 heartbeats (7–18 measurements) for a 10 s ECG. The median provided better information of the features without being affected by the extremely high or low measurements (outliers).

Eight other features were extracted from HR variability (HRV) analysis and their spectrum energy, calculated using Eqs. (17)–(20), where $RR_{diff}$ is the difference between adjacent interval and $RR_{mean}$ is its mean value. These differences were plotted using Poincare plot to obtain two main parameters of SD1 and SD2, which were calculated using Eqs. (21)–(22). Multiplication and division of SD1 and SD2 were included as features as well using Eqs. (23)–(24).

The spectrum energy of the filtered ECG was analyzed in extracting more features using power spectrum density as calculated in Eqs. (25) and (26). Observation was made to identify the differences in terms of amplitude and its pattern. The average spectrums of control and case data were enveloped and normalized for better visualization, see Fig. 8a. Clear differences were observed on the relative amplitude with slightly different wave pattern at lower frequency ranges. However, the differences gradually decreased as the frequency increased. Hence, five spectrum frequency ranges were proposed to better analyze the differences: (1–5 Hz), (1–10 Hz), (5–10 Hz), (10–25 Hz), and (25–45 Hz). These ranges were suggested on the basis of the typical ECG frequency spectrum’s distribution shown in Fig. 8b [46]. Spectral area under each range over the total area (1–45 Hz) was determined as five new features.

$$X_{fft}(k) = \frac{1}{N} \sum_{n=0}^{N-1} x(j)e^{-j(\frac{2\pi kn}{N})}$$ (25)

$$\text{Power Spectrum, } P_X = \frac{(X_{fft}) \times \text{conj}(X_{fft}))}{N}$$ (26)

Once all features were extracted, independent sample t-test was conducted to find significant differences between means of both groups. Correlation coefficient ($r$) of each feature to other features and its group were also determined to identify linear relationships between the two observed variables. Features with high correlation value and low p-value were sorted and top ranked features were selected to be used as input of ML classifiers.
Figure 8: Relative power of ECG spectrum distribution. (a) Case and control datasets (b) Typical spectrum for ECG [46]

3.5 Machine Learning

Five supervised ML techniques were used in this study to predict CVD using several selected features. These classifiers were trained and tested using 244 data, with 70:30 data division ratio and five-fold cross-validation method. The 30% test rate was acceptable as recommended by Ucar et al. in utilizing ML methods on biomedical datasets [47]. Different numbers of inputs were fed to each ML model to obtain the best classification performance, starting with the top rank feature, followed by two top features, until the number of selected features was achieved. The performance of each trained model was evaluated in terms of specificity (Sp), sensitivity (Sn), and accuracy (Acc).

A common three-layer multi-layer perceptron network was used for ANN with two hidden layers and one output layer [48]. Each network was trained with different numbers of hidden neurons (1–20 nodes at each layer) using ‘Levenberg-Marquardt’ training algorithm, with ‘logsig’ transfer function at hidden layers and ‘purelin’ transfer function at the output layer. Maximum epoch is set to 1000 while training goal (mean squared error) is set at zero. Other parameters were set as default setting in MATLAB, including constant learning rate of 0.01. The output was rounded and compared with its label or target.

The kNN classifier was used to identify similarities among training inputs in each group. The test data were categorized by measuring the minimum distance between the test and training data. Euclidean distance measurement method was used with different numbers of neighbors, set from 1 to 100. SVM on the other hand creates optimal decision boundaries (hyperplane) to distinguish each group of data. This was done by maximizing the margin between the decision boundaries for both groups. The box constraint parameter was set to “1” to disallow too many misclassifications. The only adjusted variable for this classifier was the kernel function. Four kernel functions were used: linear, radial basis function, third-order polynomial, and fourth-order polynomial functions.

The DA classifier was used because it is fast, accurate, and easy to interpret. The algorithm offers predictor variables (based on Gaussian distributions) that provide accurate discrimination between classes. Linear and quadratic types of DA were used in this study to create linear and non-linear boundaries between classes. Decision tree classifier was used to predict nominal responses to training data, either ‘true’ or ‘false’. Decision is made from the beginning node (root) down to a leaf node,
where responses are available. In this study, Gini’s diversity index was used as the split criterion, with a different number of splits (leaves nodes), set from 1 to 100.

4 Result and Discussion

A complete automated analysis was conducted to differentiate the ECG properties of CVD mortality and non-CVD-related mortality of 244 selected subjects in the Malaysian population. Subjects were selected on the basis of the quality of their ECG (SQI > 0.9). The average SQI score of the selected subjects was 0.9918, with a minimum value of 0.9411. These subjects aged from 36 to 64 years with a mean of 54.75 ± 5.28 years. Most of the subjects were male (200%, 81.97%). Majority of them were Malays (129%, 52.87%), followed by Indians (63%, 25.82%), Chinese (33%, 13.52%), and other ethnicities (19%, 7.79%). They died within 6 years after recruitment with a mean of 2.62 ± 1.59 years for the control group and 2.7 ± 1.57 years for the case group. Both groups shared similar HR range, 48–106 bpm (mean: 69.37 ± 11.69) for the control group and 48–105 bpm (mean: 71.24 ± 11.91) for the case group.

The most challenging part of the study was to develop the algorithm for ECG fiducial point detection. A novel method to detect the onset and offset points of P and T waves was proposed in this study through intersection between the ECG curve and the estimated isoelectric line. The isoelectric line was generated using the DWT method by reconstructing the signal at low-frequency bands below 1 Hz. An alternative method to detect QRS-onset point was suggested by detecting the maximum peak of the modified samples from P-offset location to Q-point location. The developed peak detection algorithms can be further improved by detecting QRS-offset, J-point, and T-onset, which allows the determination of QRS, ST segment, and ST-T segment durations. Example of the complete fiducial point detection output is shown in Fig. 9.

Another focus of this study was to extract as many significant features as possible, which were mostly obtained from the detected fiducial points. Twelve out of the forty-eight features were statistically significant (p<0.05). However, 19 features (p<0.1) were selected to optimize the classification performance. The relationship among the selected features to their respective groups or outcomes are best visualized using the correlation matrix’s heatmap, as shown in Fig. 10. The correlation values (r) near to 1 suggested that the two observed variables are positively correlated, while the correlation values near to −1 suggested that the two observed variables are negatively correlated. Values near to 0 show that the two observed variables have extremely weak relationship, where changes in the first variable could affect the second variable in unpredictable ways (positively or negatively).
The selected features were sorted according to their p-value and absolute value of the correlation coefficients, $|r|$. This is shown in Fig. 11, where the leftmost bar is the most important feature and vice versa. P-value of each feature was given on top of each bar. P-value and $|r|$ was inversely proportional to each other, where higher $|r|$ was associated with lower p-value.

**Figure 10**: Correlation matrix of 19 selected features

**Figure 11**: Feature ranking based on correlation coefficient and p-value
Table 2: Classification performance of all models using different number of features

<table>
<thead>
<tr>
<th>Nf</th>
<th>ANN</th>
<th>kNN</th>
<th>SVM</th>
<th>DA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>h1</td>
<td>h2</td>
<td>Sp</td>
<td>Sn</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>17</td>
<td>72.22</td>
<td>75.68</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>15</td>
<td>88.89</td>
<td>64.86</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>18</td>
<td>80.56</td>
<td>75.68</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>16</td>
<td>86.11</td>
<td>67.57</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>75.00</td>
<td>81.08</td>
<td>78.08</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>75.00</td>
<td>83.78</td>
<td>79.45</td>
</tr>
<tr>
<td>7</td>
<td>18</td>
<td>77.78</td>
<td>78.38</td>
<td>78.08</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>89.19</td>
<td>81.91</td>
<td>74</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>80.56</td>
<td>86.49</td>
<td>83.56</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>88.89</td>
<td>78.38</td>
<td>83.56</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>80.56</td>
<td>83.78</td>
<td>82.19</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>94.44</td>
<td>67.57</td>
<td>80.82</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>94.44</td>
<td>78.38</td>
<td>86.30</td>
</tr>
<tr>
<td>14</td>
<td>8</td>
<td>91.67</td>
<td>95.68</td>
<td>83.56</td>
</tr>
<tr>
<td>15</td>
<td>12</td>
<td>83.33</td>
<td>81.08</td>
<td>82.19</td>
</tr>
<tr>
<td>16</td>
<td>14</td>
<td>88.89</td>
<td>78.38</td>
<td>83.56</td>
</tr>
<tr>
<td>17</td>
<td>20</td>
<td>72.22</td>
<td>94.59</td>
<td>83.56</td>
</tr>
<tr>
<td>18</td>
<td>14</td>
<td>88.89</td>
<td>78.38</td>
<td>83.56</td>
</tr>
<tr>
<td>19</td>
<td>15</td>
<td>97.22</td>
<td>67.57</td>
<td>82.19</td>
</tr>
</tbody>
</table>

Note: Nf = number of features, h1 = number of first hidden nodes, h2 = number of second hidden nodes, k = no of neighbors, kn = kernel, P3 = third order polynomial, Lin = linear.
Seven out of the nineteen selected features were related to T-wave. Six of them were statistically significant, and five of the six features were in the top rank (T_fs, T_rs, STTseg_posArea, QTc_int, and T_ft). This finding showed that significant differences were present in T-wave morphology in CVD mortality subjects compared with non-CVD-related mortality subjects. This is due to the fact that the case subjects had underlying cardiac disease that was asymptomatic but ended with the succumbing to AMI or ACS. Analysis on the frequency domain showed that four out of the five proposed power spectrum features were among the top 19 selected features. The area ratio of the relative power in (5–10 Hz) and (1–10 Hz) over the total area (1–45 Hz) was statistically significant (p < 0.012) because the P wave, QRS complex, and T wave spectrums were distributed in this area. Meanwhile, the HRV and Poincare plot features were mostly insignificant due to short recording of the ECG signals (10–30 s).

ML models were trained with different input numbers, from 1 feature to 19 features to produce output of ’0’ or ‘1’ that indicates control and case groups, respectively. The best performance (in terms of Sp, Sn and Acc) of trained model at each input number is tabulated as in Tab. 2.

The highest classification Acc was achieved using ANN model (4 and 6 nodes at first and second hidden layer), utilizing 13 input features with Sp of 94.44% and Acc of 86.30%. kNN classifier only able to accurately classify the group with 80.56% Sp, 86.49% Sn, and 83.56% Acc using 12 features and 85 neighbors. The SVM and DA classifiers were only able to classify the case and control groups with Acc less than 80%. DT classifier had the least performance with 75% Sp, 59.46% Sn and 67.12% Acc at its best using 2 features and 1 split number. Hence, the result was excluded for comparison.

Increment in feature numbers affected the classification performance. This is shown in Fig. 12, where the average Acc for all classifiers gradually increased from around 71% when using single feature to 78% when using 10 features, before decreasing to 69% at 19 features. The optimal classification result was obtained at 8 to 13 features.

![Figure 12: Accuracy for all classifiers with different number of input feature](image)

Direct comparison with previous studies on CVD prediction cannot be made due to differences in modalities (sensors used), hospital settings and type of disease classified. However, four most related studies were identified, as discussed in the second section of related work. They were differentiating CVD or heart disease (HD) in general, not by the type of disease such as CAD, MI, SCD, or arrhythmia classification. The comparison table is given in Tab. 3.
<table>
<thead>
<tr>
<th>No</th>
<th>Author</th>
<th>Dataset</th>
<th>Subjects</th>
<th>Group</th>
<th>Input</th>
<th>Attributes</th>
<th>ML</th>
<th>Sp (%)</th>
<th>Se (%)</th>
<th>Acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mohan et al., 2019 [31]</td>
<td>Cleveland</td>
<td>297</td>
<td>HD vs. No HD</td>
<td>Physio-clinical, ECG</td>
<td>age, sex, physio-clinical biomarkers, ECG</td>
<td>HRFLM</td>
<td>82.60</td>
<td>92.80</td>
<td>88.40</td>
</tr>
<tr>
<td>2</td>
<td>Ahmad et al., 2021 [32]</td>
<td>statlog, Cleveland, Hungary</td>
<td>357</td>
<td>HD vs. No HD</td>
<td>Physio-clinical, ECG</td>
<td>age, sex, physio-clinical biomarkers, ECG</td>
<td>fuzzy-based ML</td>
<td>92.00</td>
<td>90.70</td>
<td>91.30</td>
</tr>
<tr>
<td>3</td>
<td>Deng et al., 2018 [28]</td>
<td>PTB, Fuwai</td>
<td>767</td>
<td>CVD vs. N</td>
<td>12-lead ECG</td>
<td>ECG (3-D pattern of cardiac dynamics)</td>
<td>ANN</td>
<td>93.30</td>
<td>91.70</td>
<td>92.50</td>
</tr>
<tr>
<td>5</td>
<td>Proposed work, 2021</td>
<td>TMC project</td>
<td>244</td>
<td>CVD vs. non-CVD</td>
<td>ECG</td>
<td>Time, frequency, and statistical features</td>
<td>ANN, KNN</td>
<td>94.44</td>
<td>78.38</td>
<td>86.30</td>
</tr>
</tbody>
</table>

Note: N=Normal, PTB=Physikalisch-Technische Bundesanstalt, HRFLM=Hybrid Random Forest and Linear Method, NHOS=Normalized Higher Order Statistics.
The proposed work had achieved better specificity of 94.44% and comparable accuracy of 86.3% by using solely non-invasive short ECG recordings, without inputs from patient demographic data and biomarkers as in [31] and [32]. Deng et al. and Ghodake et al. had utilized ECG to extract different features of cardiac dynamics and wavelet coefficient, respectively. Their performances were slightly better since they were differentiating CVD with healthy subjects, not with patient who have non-related CVD diseases as in the proposed work.

To summarize, a complete automated CVD prediction system for Malaysian adults using ECG had been successfully developed in this study. The main contributions include the alternative solution for ECG fiducial point detection, as well as proposing two significant spectral features. The study is limited to short recording of ECG that make certain features regarding HRV were not significant. Besides, QRS-offset and J-point of ECG could not be detected by the system. For future work, longer recordings of ECG will be used with complete fiducial points detection to obtain more significant features. Furthermore, in order to improve CVD prediction performance, deep learning technique will be implemented.

5 Conclusion

The study proved that ECG data alone can be used in the early detection and risk prediction of asymptomatic individuals with regard to developing CVD mortality. ANN had performed considerably well with specificity of 94.44% and accuracy of 86.30% as compared to previous studies. T wave-related features including T-risetime, T-falltime, T-fallslope, QTc interval, and positive area on STT-segment were significant in distinguishing CVD and non-related CVD groups. The spectrum information in 1–10 Hz and 5–10 Hz frequency ranges was found statistically significant as well. Alternative methods to locate the onset and offset points of P and T waves and QRS-onset point had been proposed in this study. As for conclusion, a solid system to detect ECG fiducial points and predict CVD among unhealthy individuals was developed in this study for the Malaysian population. This prediction system is significantly important for better CVD secondary prevention, subsequently increasing the life expectancy and improving the life quality of patients.
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